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ABSTRACT
A novel machine learning method, named CatBoost-DF 
(CatBoost deep forest), is proposed to solve this existing pro-
blem of low accuracy and lack of practicality in thermal sensa-
tion prediction. In the CatBoost-DF, a cascading strategy is 
introduced to strengthen the association between each layer 
of CatBoost. To verify the accuracy and robustness of CatBoost- 
DF, experiments collected physiological and environmental 
data from hundreds of subjects with the help of sensor devices 
and questionnaires. Compared with existing state-of-the-art 
machine learning methods, CatBoost-DF shows significant 
superiority, with a prediction accuracy of 90%, which is 4%- 
39% higher than other models. Moreover, the study explored 
the effects of seasonal and gender factors on thermal sensation. 
Result shown that different seasons have different thermal sen-
sation for males and females. Finally, CatBoost-DF is applied to 
predict occupants’ thermal sensation, and the “comfort range” 
of the important parameters HR, WS, and CTR that affect the 
thermal sensation is calculated experimentally.
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Introduction

Buildings consume a large proportion of energy and emit a substantial amount 
of greenhouse gas to maintain a comfortable thermal environment for occu-
pants’ comfort. Many studies have shown that energy-efficient or low- 
consumption energy buildings require the use of passive design solutions to 
reduce energy consumption (Albatayneh et al. 2018). Applying passive design 
strategies can enhance indoor comfort conditions while decreasing energy 
consumption. However, existing inefficient indoor climate control strategies 
can lead to overheating and cooling indoors in warm and cold climates (de 
Dear et al. 2020), affecting occupant productivity and well-being (Zhang et al.  
2022), and leading to excessive energy expenditures.

Many scholars have proposed different methods to improve the accuracy of 
the prediction model and achieve the purpose of indirect control of HVAC 
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(heating, ventilation and air conditioning). Traditional methods such as PMV 
(Ole Fanger and Toftum 2002) model, extended PMV (ePMV) (Hoof 2008) 
model, and adaptive Model (aPMV) (Yao, Baizhan, and Liu 2009) were origin-
ally developed to predict the average heat demand of a group of people in 
a building and are not suitable for individual thermal comfort prediction. 
According to the “no free lunch theory (NLF)” (Wolpert and Macready 1997), 
many researchers have proposed different solutions, such as introducing phy-
siological parameters like heart rate (Choi and Loftness 2012), blood pressure 
(Gilani, Hammad Khan, and Ali 2016), and skin temperature (Choi and 
Loftness 2012; Faghihimani and Abdolkarim Hosseini 2022). These new fore-
casting methods target occupants’ thermal sensation and offer the opportunity 
to simultaneously improve personal thermal satisfaction and reduce energy 
consumption. The average prediction accuracy of these methods in individual 
thermal sensation prediction is between 70% and 90% (Yang et al. 2020).

Machine learning (ML) models perform better than conventional meth-
ods (Fard, Zahra, and Sadat Korsavi 2022). ML models could outperform 
PMV and adaptive models with up to 35.9% and 31% higher accuracy. 
Classical machine learning models include artificial neural network 
(Chaudhuri et al. 2019; Moon, Yoon, and Kim 2013, 2013; Z. Nan et al.  
2021; Wu et al. 2018), convolutional neural network (Somu et al. 2021), 
random forest (Chaudhuri et al. 2018; Cosma and Simha 2019; Hu et al.  
2018), logistic regression, support vector machine (Chaudhuri et al. 2017,  
2018; Cosma and Simha 2019; Jiang and Yao 2016), Gradient Boosting (Kim, 
Schiavon, and Brager 2018) and optimization algorithm (Ren et al. 2022; 
Yuan et al. 2022, 2022, 2022). This paper investigates the related work done 
by related researchers on the thermal sensation of the human body based on 
machine learning in recent years. Table 1 reports the related work of 
machine learning models. In these studies, some researchers use the 
ASHRAE public datasets to evaluate the pros and cons of the algorithm. 
Some researchers collect data by themselves to verify the internal factors that 
affect thermal comfort. Most researchers choose thermal comfort indices 
such as PMV (Aritan 2019), thermal preference, thermal sensory vote (TSV), 
or thermal comfort vote (TCV) as the output of the model. Farhan et al. 
(Farhan et al. 2015) used the SVM model to predict the thermal comfort of 
the elderly, and the results showed that the prediction accuracy of SVM was 
76.7%, which was two times higher than that of the widely adopted Fanger 
(Fanger 1970) model (which only achieved 35.4% accuracy). Somu N et al. 
(Somu et al. 2021) adopted TL CNN-LSTM for efficient thermal comfort 
modeling of spatiotemporal relationships in thermal comfort data, with the 
ability to achieve>55% accuracy with limited data in the target building. 
Katarina Katić et al. (Katić, Rongling, and Zeiler 2020) collected data in 
a climate chamber to compare four algorithms including SVM, Boosted 
trees, Bagged trees, and RUSBoosted trees, and the results showed that all 
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test methods using RUSBoosted trees and the individual comfort model in 
subjects showed that the best median accuracy is 0.84.

The thermal sensation of subjects is complex and changeable, which is 
affected by both physiological and psychological factors. Studies have shown 
(Lee et al. 2021; Wu et al. 2021) that people living in different regions have 
different responses to thermal sensation, and different thermal histories (Y. Wu 
et al. 2021) will make people’s needs for thermal comfort different, so it is 
difficult to find a perfect machine learning algorithm. Existing research has 
demonstrated that the machine learning model has a better prediction effect in 
thermal comfort prediction than the traditional PMV model, but the prediction 
effect of these models is still far from practical application and cannot meet the 
requirements of practicability. Based on NLF theory, the CatBoost-DF method 
is proposed. This study experimented in a cold climate city in northern China, 
collected thermal sensation data of hundreds of subjects, and proposed 
a CatBoost-DF model to predict occupants’ thermal sensations. Experiments 
show that the model has better predictions than other machine learning 
models. The effect and prediction accuracy can meet the practical requirements.

Methodology

Data Collection

The experiment was conducted in a city in northern China, and hundreds of 
subjects were invited as research subjects. The age of the subjects was roughly 
between 18 and 30 years old, and the genders of the subjects included male and 

Table 1. Related researches.
Researcher Method Dataset Metrics

Somu N et al. (Somu et al. 2021) TL CNN-LSTM ASHRAE RP-884, 
Scales Project

Confusion matrix, 
F1 score, Precision, 
MCC

Asma Ahmad Farhan et al. (Farhan 
et al. 2015)

SVM, 
Random Forest, 
Adaboost

ASHRAE Accuracy

Katarina Katić et al. (Katić, 
Rongling, and Zeiler 2020)

SVM, 
Boosted trees, 
Bagged trees 
RUSBoosted trees

Monitoring data of two 
healthy women

ROC AUC

Wooyoung Jung et al. (Jung, 
Jazizadeh, and Diller 2019)

SVM, 
Random Forest, 
Logistic 
Regression

Personal thermal preference of 
18 human subjects

Accuracy

Mui et al. (Mui, Tsang, and Wong  
2020)

Bayesian 4 thermal comfort datasets APD, PPD

Chen et al. (Chen et al. 2020) Linear regression A year-long outdoor thermal 
comfort survey

R2

Gao et al. (Gao, Li, and Wen 2020) FNN ASHRAE Energy cost, Comfort 
level

Xiong et al. (Xiong and Yao 2021) KNN Simulated dataset Accuracy
Zhai et al. (Zhai et al. 2018) PTS physiological parameters of 

occupants
Energy consumption
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female (shown in Table 2). Experiments were conducted in winter and spring. 
To eliminate the influence of this thermal history factor as much as possible, 
all the subjects have lived in the local area for more than two years. The 
experimental site is carried out in the building physics laboratory of Henan 
Polytechnic University (HPU). The data collection method adopts the method 
of on-site sensor equipment collection and questionnaire survey. The para-
meters collected in the experiment contained physiological and environmental 
parameters. Physiological parameters contained diastolic and systolic blood 
pressure (CP, SP), heart rate (HR), mean blood pressure of the heart (MBP), 
and body temperature collected from subjects at seven points of skin tempera-
ture, including forehead (FT), cheek (CT), chest (CHT), arm (AT), back of the 
hand (BHT), calf (CAT), and ankle (ANT) (as shown in Figure 1). 
Environmental factors as important influences on thermal sensation, the 
experiment also measured wind speed (WS), indoor air temperature (IAT), 
relative humidity (RH), outdoor temperature (OT), and outdoor relative 
humidity (ORH). In addition, the thermal resistance of each subject’s clothing 
(CTR) was also measured. Because thermal sensation is a subjective feeling, 
each subject’s thermal sensation by designing a questionnaire for the subject to 
actively record the subject’s thermal sensation at the time. Figure 1 shows the 
overall flow of the experiment.

Equipment for measuring physiological and environmental data uses test 
instruments that meet the essential requirements of the ISO 7726 (ISO 2022) 
standard. According to ISO 7726 standard and ASHRAE 55–2017 manual, the 
height of the measuring point when the subject is standing is 0.1 m, 0.6 m, and 
1.7 m, then the height of the measuring point when the subject is sitting is 0.1 m, 
0.6 m, and 1.1 meters, shown in Figure 2. During the experiment, all participat-
ing subjects were in a sitting position, so the heights of the test points for indoor 
environmental parameters were taken as 0.1 m, 0.6 m, and 0.1 m, shown in 
Figure 3. All experimental equipment information is shown in Table 3:

The physiological parameter test method mainly uses the iButton tempera-
ture recorder to measure the body surface skin temperature of different parts 
of the subjects. The skin temperature measurement points are shown in 
Figure 1, respectively A: forehead; B: cheek; C: chest; D: ankle; E: forearm; F: 
back of the hand; H: crus (these measurement points except forehead and 
chest The left side of the body was taken). The On-site thermal imagery is 
shown in Figure 3. The subject was kept in a seated position during the 

Table 2. Experiment date and subject gender 
information.

Spring 
(2020.10-2020.12)

Winter 
2021.03-2021.04

Male Female Male Female

156 127 672 999
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experiment, and the body surface temperature was recorded on his side using 
an infrared device. To ensure the accuracy of the measurements, three points 
were fixed to measure the subject’s body surface temperature.

The PMV or PDD index [-3, 3] is commonly used to express satisfaction 
with the thermal environment, but in general buildings, very extreme cases are 

Figure 1. Experimental process and route.
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almost non-existent. Therefore, this study classifies occupants’ thermal sensa-
tions as cool, neutral and warm. The subjects’ thermal sensations were 
recorded actively using questionnaires, and the subjects actively recorded 
their cool and warm sensations during the experiment.

Figure 2. Schematic diagram of the skin measuring point.

Figure 3. On-site thermal imagery.
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Machine Learning Model

CatBoost
CatBoost is an improved GBDT (gradient boosting decision tree) algorithm 
(Bhati and Khari 2021; Dorogush, Ershov, and Gulin 2018), which can handle 
various types of data well, has strong robustness, reduces the need for many 
hyperparameter tuning, and reduces the excessive chance of fitting, with good 
generality. Each iteration process of the traditional GBDT is based on the same 
data set to obtain the gradient of the current model and based on the gradient 
training to obtain a weak learner. However, this will lead to point-by-point 
gradient estimation deviation, which makes the final learned model overfit-
ting. The gradient boosting algorithm of GBDT can be given by: 

ht ¼ argminh2H
1
n
Pn

k¼1
� gt xk; ykð Þ � h xkð Þ½ �

2 (1) 

where ht is the newly generated weak learner; � gt is the negative gradient of 
the loss function.

Table 3. Test instrument information.

Instrument Model Picture
Test 

Content Range
Test 

Accuracy

FT-ZDQX PC-4 OT 
ORH 
SR

-40~+70°C 
0%~100% 
0 ~ 2000

±0.1°C 
±5% 
±2%

Indoor Wireless Temperature and 
Humidity Data Logger

JTR08ZI IAT 
RH

-40 ~ 85°C 
0%~100%

±0.5°C 
±3%

Outdoor Indoor Wireless 
Temperature and Humidity Data 
Logger

JTR08ZO OT 
ORH

-40 ~ 85°C 
0%~100%

±0.5°C 
±3%

Indoor Wireless Wind Speed 
Recorder

IDOX WS 0 ~ 10 m/s ±0.05 m/s

Automatic Blood-Presure Meter HEM-7124 HR 40 ~ 180 
times/min

±5%

iButton Temperature Logger DS1922 L ST -40 ~ 85°C ±0.5
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CatBoost improves the traditional Greedy TBS (Prokhorenkova et al. 2019) 
by adding a priori distribution term. It reduces the influence of noise and low- 
frequency data on the data distribution, thereby improving the generalization 
ability of the model. 

x̂i
k ¼

Pp� 1

j¼1
xσj ;k¼xσp ;k

h i
Yσjþa�P

Pp� 1

j¼1
xσj ;k¼xσp ;k

h i
þa

(2) 

where P is the added prior term, and a is a weight coefficient that is usually 
greater than 0, and feature x̂i

kis is computed with objectivexk of Yk.

CatBoost-DF
Deep forest (multi-grained cascade forest, DF) (Zhou and Feng 2017) is a deep 
model different from general deep neural networks. Layer-by-layer processing, 
intra-model feature transformation, and sufficient model complexity are con-
sidered to be the core reasons for the effectiveness of deep learning (Zhou and 
Feng 2020). Therefore, they explored the possibility of building deep models 
based on non-differentiable modules, namely deep forests. Two important 
features of deep forest are cascading forests and multi-granularity scans. 
Representation learning in deep neural networks mainly relies on layer-by- 
layer processing of raw features. Inspired by this understanding, deep forest 
adopts a cascade structure (Zhou 2012), in which each cascade receives the 
feature information processed by the previous level and outputs its processing 
results to the next level. Each level is an ensemble of decision tree forests (Liu 
et al. 2008), and each decision tree performs feature selection by choosing the 
best gini value (shown in Figure 4).

In practical applications, the accuracy of the deep forest is affected by the 
estimators at each level. If the performance of the estimators at each level is 
better, the final accuracy of the model will also be higher. Based on the 
accuracy of the basic deep forest, this paper proposes a new CatBoost-DF 
model whose structure is shown in Figure 5.

Experiments on Numerical Problems

Dataset Description

To verify the robustness and applicability of the model proposed in this study 
uses the dataset collected by Kizito et al. (Lopez et al. 2016; Nkurikiyeyezu, 
Yokokubo, and Lopez 2019) on subjective evaluation of how neck cooling 
affects human thermal sensation. The experiment collected 11 subjects’ (A-K) 
thermal sensation under three experimental conditions. The dataset contains 
each subject’s heart rate variability (HRV) features. For more detailed infor-
mation on the dataset can be found in Appendix 1.
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The thermal sensation was classified according to the experimental condi-
tions of the personal thermal environment. To compare the accuracy of the 
algorithms, experiments were conducted using the same four machine learn-
ing algorithms (Adaboost, Bagging, ExtraTrees, RandomForest) used to train 
and evaluate the thermal sensation prediction model. The results of CatBoost- 
DF were compared with the other state-of-the-art machine learning models. In 
addition to using machine learning models, proposed two data processing 
methods. For one named generic model, using a leave-one-subject-out 
(LOSO) approach. This method leaves one subject’s data as test data each 
time and the rest data as train data. Another method eliminates the individual 
differences in the expression of thermal sensation. In each experiment, a part 

Figure 4. Structure diagram of multi-grained scanning.

Figure 5. Structure of CatBoost-DF.
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of the “calibration sample” data is randomly collected and added to the 
training set, which can effectively individual differences. The results are in 
good consistent with the previous conclusions (Nkurikiyeyezu, Yokokubo, 
and Lopez 2019). The calibration model with calibration samples added 
almost doubles the accuracy of the generic model. The CatBoost-DF model 
this study proposed has obvious prediction accuracy compared to other 
machine learning models.

Results for Numerical Problems

Figure 6 shows the results of independent predictions for each case based on 
the generic model. Compared with the other four models, the CatBoost-DF 
model has a higher accuracy. In a total of 11 use cases, CatBoost-DF has better 
accuracy than Adaboost, Bagging, ExtraTrees, RandomForest models in use 
cases C, D, F, G, I, K. However, from a numerical point of view, the perfor-
mance of the generic model is relatively poor. As shown in Figure 6, the 
accuracy of the five models is relatively low. The reason may be the result of 
model overfitting. The LOSO method makes the model in that not all data 
distributions are well obtained during training. Therefore, how to reduce 
overfitting and address the individual differences of subjects requires more 
consideration.

Figure 6. Performance of each model under Algorithm 1 trials.
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As shown in Figure 7, among the five selected models, the CatBoost-DF 
model proposed in this study is far ahead of other models. It is imperative to 
note that it only took a small fraction of the calibration samples to increase the 
performance of the generic models trained on a large dataset. And as the 
number of calibration samples increases, the performance of the classification 
model steadily improves. When the number of calibration samples increased 
from 0 to 400, the classification accuracy of the CatBoost-DF model steadily 
increased from 30% to 94%.

This section conducts a comparison experiment based on the study of 
Kizito et al. The study applied two strategies (generic model and calibration 
model) and compared the four machine learning models. The experimental 
results are consistent with previous study. Adding a few person-specific 
calibration samples to the training data of the generic model would increase 
its performance because the new calibrated model would be able to capture the 
“uniqueness” of the new unseen people. Moreover, it can be seen that 
CatBoost-DF has higher accuracy under the same strategy. In the generic 
model experiment, CatBoost-DF has a good prediction effect compared to 
other models. When using the calibration model for experiments, as the 
number of calibration samples increases, CatBoost-DF has obvious prediction 
accuracy compared with other models. In the four evaluations of Accuracy, 

Figure 7. Accuracy rise curve in the case of Algorithm 2.
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Precision, F1 score, and Kappa, CatBoost-DF has achieved high scores, with 
Accuracy, Precision, and F1 score reaching 94%, and Kappa is 91%.

Experiment on Engineering Problem

Experiment Setup

The experimental environment used in this study is based on HUAWEI CLOUD. 
The software used in the experimental environment is jupyter lab 3.2.8. The 
experimental environment runs on the HUAWEI CLOUD server as a service 
and is accessed remotely through a browser (http://clustera04.lymboy.com:8889).

PreProsessing

In the early stage of this study, the data collection method used sensor 
equipment measurement and a questionnaire survey, so there are some miss-
ing values and abnormal values. For example, some physiological parameters 
are quite different from the normal physiological temperature of the human 
body. To ensure the scientificity and rationality of the experiment, the data 
needs to be filled with missing values and processed for outliers in advance. 
Figure 8 describes the overall flow of the experiment. The specific steps are as 
follows:

(1) Collation and alignment of physiological, environmental, and thermal 
sensory data of the subjects. Check the distribution of each feature one 
by one, and process the features with outliers;

(2) Divide the data set into the training set and test set, and use 5-fold cross- 
validation to prevent overfitting;

(3) Use the data set to train the model, compare different models to 
compare the model performance and efficiency;

(4) Evaluate the model effect and improve it;

Model Evaluation

In this section, selected three common model evaluation methods, Accuracy, 
F1 score, and ROC AUC.

Accuracy is a common metric for evaluating classification models and is 
numerically expressed as the number of correct predictions divided by the 
total number of predictions. AUC stands for “Area under the ROC Curve.” 
That is, AUC measures the entire two-dimensional area underneath the entire 
ROC curve (think integral calculus) from (0,0) to (1,1). A ROC curve (receiver 
operating characteristic curve) is a graph showing the performance of 
a classification model at all classification thresholds. The F1 score is defined 
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as the harmonic mean of precision and recall. Table 4 explains the detailed 
meaning of each indicator.

Results for Engineering Problem

Effect of Different Classification Algorithms

Table 5 shows the prediction scores of different machine-learning models on 
the same dataset. Experiments show that among all seven machine learning 
models, the CatBoost-DF model has the highest classification prediction 
accuracy, with an accuracy score of 90%, an F1 score of 91%, and a ROC 
AUC score of 0.98. Compared with the basic CatBoost model, the performance 
of the CatBoost-DF model is significantly improved in all three evaluation 
metrics. The CatBoost-DF model improves accuracy by 4%, the F1 score by 
5%, and the ROC AUC score by 8%. The logistic regression model has the 

Table 4. To solve the precision and recall.
Predicted condiction

Total = P+N Positive (PP) Negative (PN)
Actual condiction Positive (P) True positive (TP) False negative (FN) Recall ¼ TP

TPþFN
Negative (N) False positive (FP) True negative (TN)
Precision ¼ TP

TPþFP

Figure 8. Schematic diagram of the experimental process.
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lowest score among all models and the lowest score among the three selected 
evaluation metrics, 51%, 49%, and 96%, respectively.

Figure 9 shows a comparison chart of the results of several machine learning 
models in the case of 5-fold cross-validation. It can be seen from Figure 9 that 
the CatBoost-DF model has obvious advantages in the selected models, and 
the model classification accuracy is in each are ahead of other models. 
Figure 10 are the PR curve of CatBoost-DF.

Prediction Performance of the Classification Model

Figure 11 shows the change curve of the model prediction effect of different 
classifiers when the number of training samples is different. Figure 11 shows 
the random sampling of 10%, 32.5%, 55%, 77.5%, and 100% of the data from 
all samples. The experiments show that the CatBoost-DF model occurs when 

Figure 9. Statistics of each model indicator.

Table 5. Classification scores with different models.
XGBoost Logistic Regression Random Forest KNN SVM CatBoost CatBoost-DF

Accuracy 0.85 0.51 0.85 0.77 0.79 0.86 0.90
F1 0.84 0.49 0.85 0.75 0.78 0.86 0.91
AUC 0.96 0.68 0.96 0.92 0.92 0.90 0.98
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the number of samples the prediction accuracy has always maintained a high 
prediction score over changes, and the stability and robustness of the model 
are better. On the other hand, as the number of training samples increases, the 
training time of the model also increases. The KNN model is less affected by 
the number of training samples. The XGBoost model is most affected by the 
number of training samples. With 10% of the samples, XGBoost can be trained 
within 10s. However, when the number of samples is 100%, the XGBoost takes 
more than 300 seconds in the case of 5-fold cross-validation. The cost of 
accuracy improvement is longer training time, which is not a satisfactory 
option. The CatBoost-DF model has the best classification performance 
among all models and takes less training time than the XGBoost model.

Intrinsic Factors Affecting Thermal Sensation

Numerous studies have shown that there are multiple factors affecting thermal 
sensation, including both physiological and environmental factors, and even 
historical factors. However, from an engineering and practical point of view, 
some parameters (e.g. metabolic rates) are often not readily measurable, so it is 
of practical engineering interest to investigate the most important factors 
affecting thermal sensation. Using the CatBoost-DF algorithm, it is easy to 

Figure 10. P-R curve of CatBoost-DF model.
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calculate the importance of features that affect the subject’s thermal sensation. 
As shown in Figure 12, it was found that among all the features, heart rate, 
wind speed, and clothing thermal resistance have the greatest influence on the 
subject’s thermal sensation.

In addition, the experiment also introduced two new factors for analysis, 
season and gender, these two factors will also affect people’s judgment of 
thermal sensation. Figure 13 shows the temperature and humidity range that 
subjects were comfortable with in the spring. Figure 14 shows the temperature 
and humidity ranges that subjects were comfortable with during winter. It can 
be seen from Figure 13 that there is a certain difference in the comfortable 
temperature and humidity requirements of males and females, and the “com-
fortable temperature” and “comfortable humidity” of males are wider than 
females. In winter, because of the special geographical location of the city, the 
weather is cold and dry, the difference between the “comfortable temperature” 
and “comfortable humidity” for males and females is smaller, and it is easier to 
keep the room temperature at 20°C~22°C and humidity at 30%~45% to make 
people feel comfortable.

Table 6 summarizes the “comfort ranges” for three high-importance fea-
tures. As can be seen, heart rate is not easily affected by the season, and a lower 
heart rate and a stable state of mind are more likely to make people feel 

Figure 11. As the number of samples increases, the training time gradually converge.
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comfortable. Keeping ventilation and airflow in the spring, closing windows 
and doors properly in the winter, and keeping the indoor air flow rate low can 
make the occupants feel comfortable. Also, the occupants’ reasonable way of 
dressing can help with thermal sensation. For example, you can wear thicker 
and warmer clothes in winter, while you can reduce clothes in spring when the 
weather is warm.

In this section, the CatBoost-DF model is applied to thermal sensation 
prediction. Experiments show that CatBoost-DF has>90% accuracy in thermal 
sensation prediction. Compared with previous research results (Chaudhuri 
et al. 2017; Xie et al. 2020), the CatBoost-DF model improves about 10% in 
terms of prediction accuracy. Moreover, some previous studies of machine 
learning-based methods (Ma et al. 2021; Xie et al. 2020) have mostly focused 
on introducing algorithms and the overall process without emphasizing essen-
tial issues, such as determination of sample size, time scale, target parameter, 
validation methods and performance metrics. Thus, the effects of gender and 
season on thermal sensation are explored in this section, which sets the stage 
for further research. However, these findings are specific to the geographical 

Figure 12. Feature importance.
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Figure 13. Comfortable range of temperature and humidity for males and females in spring.

Figure 14. Comfortable range of temperature and humidity for males and females in winter.
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area at hand, and conclusions may vary from one climatic region to another 
with different building structures.

Conclusions

This study proposes a new machine learning approach to predict occu-
pant thermal experience. Experiments have proven that it has high 
prediction accuracy and robustness. This study explored the effects of 
seasonal and gender factors on occupant thermal sensation, and in the 
experiment, the comfort range of some parameters satisfying most of the 
subjects was calculated. The overall accuracy of thermal sensation pre-
diction using the improved CatBoost-DF model is improved by 4% 
compared to CatBoost and by 39% compared to Logistic Regression. In 
addition, the study also performed validation using other researchers’ 
datasets, and the experiments show that our proposed model still has 
better prediction accuracy than other models, with an F1 score of 94%, 
which is the best prediction among several other models such as 
Adaboost. Overall, our results demonstrate the powerful role of 
CatBoodt-DF in predicting thermal sensation.

Furthermore, by analyzing the effects of seasonal and gender factors on the 
subjects’ comfort sensation, the study found the subjects have different 
requirements for environmental parameters such as temperature and humid-
ity in different seasons. And there are also some differences in the environ-
mental requirements between males and females. Finally, calculate the 
“comfort range” for males and females in different seasons based on the 
measurement data.

The proposed approach can help to achieve an optimal balance between 
thermal comfort and energy consumption, which is a vital objective of 
smart building. It must be recognized that thermal sensation factors are 
multifaceted, and the findings may not necessarily apply to other regions 
and cities. In the future work, the potential impact of the influence of 
human factors should be considered, such as climate and culture. Notably, 
we will continue to conduct in-depth research, which is still an interesting 
and challenging work.

Table 6. Comfort range for three important characteristics.
spring winter

ALL male female ALL male female

HR 67 ~ 83 67 ~ 79 74 ~ 84 70 ~ 82 67 ~ 79 72 ~ 84
WS 0.05 ~ 0.1 0.06 ~ 0.12 0.04 ~ 0.07 0.03 ~ 0.06 0.03 ~ 0.06 0.05 ~ 0.06
CTR 0.67 ~ 0.98 0.78 ~ 1.12 0.67 ~ 0.91 0.7 ~ 1.2 0.7 ~ 1.19 0.72 ~ 1.2
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Appendix 1. dataset description of numerical problems

Feature Description

MEAN_RR Mean of all RR intervals
MEDIAN_RR Median of all RR intervals
SDRR Standard deviation of all interval
RMSSD Square root of the mean of the sum of the squares of the difference between adjacent RR 

intervals
SDSD Standard deviation of all interval of differences between adjacent RR intervals
SDRR_RMSSD Ratio of SDRR over RMSSD
HR Heart Rate (beats per minute)
pNN25 % of adjacent RR intervals differing by more than 25 ms
pNN50 % of adjacent RR intervals differing by more than 50 ms
SD1 Poincaré plot descriptor of the short-term HRV
SD2 Poincaré plot descriptor of the long-term HRV
KURT Kurtosis of all RR intervals
SKEW Skewness of all RR intervals
MEAN_REL_RR Mean of all relative RR intervals
MEDIAN_REL_RR Median of all relative RR intervals
SDRR_REL_RR Standard deviation of all relative RR interval
RMSSD_REL_RR Square root of the mean of the sum of the squares of the difference between 

adjacent relative RR intervals
SDSD_REL_RR Standard deviation of all intervals of differences between adjacent relative 

RR intervals
SDRR_RMSSD_REL_RR Ratio of SDRR_REL over RMSSD_REL
KURT_REL_RR Kurtosis of all relative RR intervals
SKEW_REL_RR Skewness of all relative RR intervals
VLF Very low (0.003 Hz − 0.04 Hz) frequency band of the HRV power spectrum
LF Low (0.04 Hz − 0.15 Hz) frequency band of the HRV power spectrum
HF High (0.15 Hz − 0.4 Hz) frequency band of the HRV power spectrum
TP Total HRV power spectrum
LF_HF Ratio of LF to HF
HF_LF Ratio of HF to LF
samp_en Sample entropy of the RR signal
Higuchi Higuchi Fractal Dimensio
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