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Abstract
Post-disaster environments resulting from catastrophic events, leave sequels such as victims
trapped in debris, which are difficult to detect by rescuers in a first inspection. Technological
advances in electronics and perception have allowed the development of versatile and powerful
optical sensors capable of capturing light in spectrums that humans cannot. new deep learning
techniques, such as convolutional neural networks (CNNs), has allowed the generation of network
models capable of autonomously detecting specific image patterns according to previous training.
This work introduces an autonomous victim detection system to be deployed by using search and
rescue robots. The proposed system defines new indexes based on combining the multispectral
bands (Blue, Green, Red, Nir, Red Edge) to obtain new multispectral images where relevant
characteristics of victims and the environment are highlighted. CNNs have been used as a second
phase for automatically detecting victims in these new multispectral images. A qualitative and
quantitative analysis of new indexes proposed by the authors has been carried out to evaluate their
efficiency in contrast to the state-of-the-art ones. A data set has been generated to train different
CNN models based on the best obtained index to analyze their effectiveness in detecting victims.
The results show an efficiency of 92% in automatically detecting victims when applying the best
multispectral index to new data. This method has also been contrasted with others based on
thermal and RGB imagery to detect victims, where it has been proven that it generates better results
in situations of outdoor environments and different weather conditions.

1. Introduction

Post-disaster scenarios resulting from natural disasters or attacks can involve thousands of victims trapped
beneath the rubble due to the collapse of buildings or big infrastructures [1]. The search and rescue (SAR)
robotics seeks to assist the first aid teams through the transmission of remote information, usually images
(RGB and Thermal) and sound, to determine at an early stage of their actuation the existence of victims in
high risk of difficult access areas.

This work has been developed as task of the TASAR project (Team of Advanced Search And Rescue
Robots), which is focused on using ground SAR-Robots for Humanitarian Assistance and Disaster Relief [2].

Commonly, the state-of-the-art of multispectral imagery shows vegetative analysis applications focused
on extracting indexes such as NDVI (as shown in some works developed in the state-of-the-art and also the
authors) [3–5]. However, there are few works that use specific bands of multispectral images and neural
networks to identify people [6–8]. however, it has not been studied at the level of post-disaster situations to
detect victims, specially in case of body extremities occlusions (covered victims).

The works within the state-of-the-art use either Nir (near infrared from 750 to 2500 nm) or RedEdge
(between the Visible Red and Near Infrared) bands cameras for people identification. However, no
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significant contribution has been found regarding the study or generation of new indexes from the
combination of the bands captured by a multispectral camera (Blue, Green, Red, Nir, Red Edge) to detect
limbs or human bodies so far.

The main contribution of this work focuses on proposing new indexes based on combining the
multispectral bands captured by the Altum Camera. A qualitative and quantitative study (histogram analysis,
intensity and pixel concentration) of the resulting multispectral images has been performed to define the
best index for both indoors and outdoors.

Once the best index has been defined, a data-set of indoors and outdoors has been generated and
manually labelled (head, hand, leg, torso, victim) from reconstructed post-disaster scenarios. From this
data-set of 1454 images (with data augmentation), four models of Convolutional Neural Networks
(CNN)(YOLOv5 x, l, m and s) have been trained to evaluate effectiveness.

The result has shown high efficiency in detecting victims both indoor and outdoor by using images
generated with the proposed index and the mentioned CNNs.

The proposed method has been contrasted with methods based on Thermal and RGB images to detect
victims. The main results show greater efficiency for scenarios and cases where the thermal or RGB image
does not have a more significant effect, such as the presence of victims next to heat sources or clothing with
colours similar to the environment.

This paper is structured as follows: section 2 shows the most relevant state-of-the-art works, section 3
describes the proposed methods. Proposed indexes and CNN are introduced in detail, followed by the
Results and Discussion in section 4. To conclude, section 5 summarises the main findings.

2. Related works

Multispectral imagery is a relatively new field that suffered a boom last decade, especially for evaluating crop
health in remote sensors applications through the calculation of vegetative indexes (such as NDVI, GNDVI)
by combining the different bands (Blue, Green, Red, Nir, Red Edge) captured [9].

Nevertheless, multispectral imagery has been least applied to victim detection, which involves the study
of new indexes that improve the extraction of characteristics by combining the different bands.

This section analyses the previous studies in the field of victim detection as well as those ones carried out
by using multispectral information.

2.1. Multispectral images analysis for information extraction
Among the most relevant studies focused on extracting information and identifying objects through classical
vision and multispectral images is the one carried out in [10], where the paradigm of the objects is explored,
seeking to group pixels with a similar spectrum for later extraction of features.

There are studies focused on multispectral image processing to extract information from satellite images
[11–15]. On the other hand, there are studies focused on predicting and preventing natural disasters by
combining previous and updated information of specific areas provided by multispectral cameras on board
the satellites [16].

Some works focus the detection on the physical conditions of subjects such as stress [17], Monitoring
vulnerable people [18] or bio-metric analysis [19].

As previously, most studies with this type of images have been focused on agriculture, for the analysis of
the vegetative state of crops [4, 5, 20–23].

2.2. Neural networks for people detection based onmultispectral images
Several studies have been carried out to detect pedestrians in different light conditions through
multispectral, RGB and thermal images, which have shown a first step in the effectiveness of people detection
[24]. There are also studies focused on detecting people and objects from images captured in the NIR band
[6, 7]. Moreover, some works combine multispectral information with thermal information for the detection
of people [8].

Although there are works that make a first approach within the state-of-the-art, most directly use the Nir
or RedEdge bands for processing and a neural network for person identification. However, no contribution
has been made within the study or generation of new indexes from the different multispectral bands
captured.

Although the studies carried out focus on the detection of people, the works within the state-of-the-art
do not show cases or scenarios where the entire body of the person is not present, which is usually common
in the case of victims covered by debris with limbs, torso, head covered.

2



Mach. Learn.: Sci. Technol. 4 (2023) 015018 C Cruz Ulloa et al

Figure 1.Materials used for the development of the work. Source: Authors.

3. Proposed methods

3.1. Materials
For this work, an Altum camera, developed by MicaSense, has been used. It is shown in figure 1(a); with
dimensions of 0.82× 0.67× 0.67 m and a weight of 357 g. The camera relies on six lenses and provides with
five simultaneous captures, images in different ranges of the visible spectrum and one in the thermal infrared.

The bands of the visible spectrum are Blue: (centre 475 nm, bandwidth 32 nm), Green (centre 560 nm,
bandwidth 27 nm), Red (centre 668 nm, bandwidth 14 nm), Red edge (717 nm centre, 12 nm bandwidth),
Near IR (842 nm centre, 57 nm bandwidth). The thermal band captures images in the 8000–14 000 nm
wavelength range.

All these images have a single colour channel (grey scale), with values between 0 (black) and 255 (white)
for each pixel according to the light captured in the corresponding wavelength by each image camera sensor.

The camera’s resolution is 2064× 1544 pixels for the images taken by the five multispectral lenses, a field
of view FOV of 50.2◦ × 38.4◦.

Two post-disaster scenarios (indoor and outdoor) have been recreated for data acquisition purposes
(figure 1(b)). The data acquisition has been carried out using a tele-operated quadruped robot with the
Altum camera anchored (Outdoors figure 1(c)—Indoors figure 1(d)). The images are periodically stored in
memory with a period of 1 s.

3.2. Adjustment of captured multispectral images
Python and OpenCV libraries have been used for image processing. Figure 2(a) shows an example of the
multispectral bands captured by the Altum camera in grey scale, with pixel intensity in the range [0–255].
The images in figures 2(b) and (c) are the results of overlapping the camera’s Red, Green and Blue bands.
However, there is a noticeable difference in fit between the first and second.

The first case (figure 2(b)) corresponds to overlapping the RGB image without prior adjustment. This is
due to the very arrangement of the camera lenses since they have a relative displacement. Second case
(figure 2(c)) shows the adjustment avoiding distortion.
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Figure 2. Example of data-set images with and without adjustment. Source: Authors.

Ignoring this effect and trying to combine the images without prior adjustment produces distortion in
the final images. These effects can make it difficult to recognize victims. This factor has much influence in a
neural network since the edges serve to identify patterns

A fixed image is considered as a base for the rest to perform the mentioned adjustment. Some key points
o feature points are used to perform the correction parameters (figure 2(d)). This procedure is best described
in work a previously presented by the authors [25].

3.3. Proposal of newmultispectral indexes
3.3.1. Initial testing with state-of-the-art indexes
Once the methodology for adjusting the images has been determined, the existing indexes (applied to
agriculture) are preliminary evaluated to determine if any of them can be used as a starting point for
detecting victims. Table 1 describes the indexes used for this purpose. Works to detect people in the
state-of-the-art directly use one of the Nir or RedEdge bands, but analysis of indoor-outdoor scenarios is not
contemplated, as well as an adequate environment differentiation in the obtained image.

Figure 3 shows the corresponding application of the indexes presented in table 1 to indoor and outdoor
scenarios.

The resulting image for the first case (NDVI) is show in figure 3(a) by using gray scale. For visualization
purposes, a colour map has been applied, which assigns a false colour to each pixel intensity in the gray scale,
as shown in figure 3(b). This has been applied to the rest of the images obtained from the indexes throughout
the entire article.

A histogram is used to visualize the distribution to visualize the distribution of pixels throughout the
image (figure 3(c)), which shows the number of pixels present in the image for each intensity value [0, 255]
and allows to evaluate in a first inspection the concentration of pixels corresponding to the environment and
the victim.

For instance, the grass present in the figure 3(b) obtains very high NDVI values, as expected.
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Figure 3. Common used vegetative indexes applied as a starting point in the identification of victims. Source: Authors.

The victim stands out against background, and her outline can be distinguished against the grass.
However, it is not distinguishable from the bag used as rubble or the brick background. All of these elements
have the same pixel intensity as the victim. For these reasons, NVDI cannot be considered as an appropriate
index for detecting the victim in this set of images.

Something similar is shown for the figures 3(d)–(f), (i) and (h), where it is challenging to differentiate
the environment of the victim. An improvement can be observed in figure 3(g), but the information
corresponding to hands and the head has been lost.
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Table 1. Common used vegetative indexes. Source: [4].

Index Expression Description

NDVI ρNIR−ρRED
ρNIR+ρRED Measures health, density and crop development

GNDVI ρNIR−ρGREEN
ρNIR+ρGREEN Sensitive to chlorophyll levels

OSAVI ρNIR−ρRED
ρNIR+ρRED+0.16 Difference terrain from vegetation

SIPI ρNIR−ρRED
ρNIR+ρRED+0.16 Estimate the relationship between carotenoids and chlorophyll

Table 2. Tested Indexes for victim identification. Source: Authors.

Index Expression

Index 1 ρGRE−ρRED+0.25∗ρNIR
ρGRE+ρRED

Index 2 ρGRE
0.5∗ρGRE+ρRED+0.5∗ρNIR

Index 3 ρGRE+ρRED−ρNIR−ρREG
ρGRE+ρRED+ρNIR+ρREG

Index 4 −ρGRE−ρRED+ρNIR+ρREG
ρGRE+ρRED+ρNIR+ρREG

Index 5
√
ρNIR

ρGRE+0.5∗ρREG

Index 6 ρGRE−1.5∗ρRED+
√
ρNIR

ρGRE+ρRED

Index 7 ρGRE−
√
ρRED+ρNIR

ρGRE+ρRED

Index 8 (InVD) ρGRE−ρRED−
√
ρNIR

ρGRE+ρRED

Index 9 ρRED
0.5∗ρGRE+0.5∗ρNIR+ρRED

Index 10 ρGRE+ρRED−ρNIR−ρREG
ρGRE+ρRED+ρNIR+ρREG

Index 11 −ρGRE−ρRED+ρNIR+ρREG
ρGRE+ρRED+ρNIR+ρREG

Index 12
√
ρNIR

ρGRE+0.5∗ρREG

Index 13
ρRED

0.1∗ρGRE+ρRED√
0.1∗ρGRE+ρRED

Index 14 ρRED
ρGRE+ρRED

Index 15 ρGRE−ρRED+0.75∗ρREG
ρGRE+ρRED

3.3.2. Proposed indexes
Based on the inefficiency obtained after applying conventional indexes to establish the first phase of
separation of the victim and the environment, this section proposes a series of indexes that will be evaluated
in the results chapter to determine their effectiveness.

Table 2 shows a list of the most outstanding indexes proposed empirically by applying different
operations between the spectral bands: GRE, RED, NIR and REG. The BLUE band has been ruled out since
the elements that make up the environment (floor, grass, bricks, walls) have a very low incidence of this band.

The best-determined index whose functionality turned out to be suitable both indoors and outdoors is
Index8 or InV D (Index for People Detection), which is determined based on the difference between the
average values, the concentration of pixels for the victim, and its correct differentiation with the
environment. The better indexes obtained after the evaluation are detailed in the section 4.1 of results.

3.4. Convolutional neural network training
3.4.1. Data-set generation
After determining the combination of bands (Index8) that will be used to train the model,the index was
calculated for all the images in the data-set. The total number of photographs is around 4200 between the
five lenses, leaving us with 840 different scenarios.

The complete data-set used for this development is available in the authors’ repository at https://drive.
upm.es/s/xPKDp5Xyh1HTHWA.

A labelling phase has been carried out with the following tags types: Victim, Head, Torso, Leg, and Hand,
for the training of the CNN. Figure 4 shows the tagging process for two images containing victims with
exposed torsos.

Since this number of images could be considered short for training a CNN, a technique called ‘Data
Augmentation’ was used to expand the data-set.
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Figure 4. Victim tagging using Roboflow. Source: Authors.

This process involves taking already labelled images and applying them to disturbances such as rotations,
blur effects, noise introduction, and cropping. The effects introduced include noise between 0–5% and
clipping between 0–20% of the pixels. In this case, it is unfeasible to modify the colours since it would modify
the previously extracted indexes. Versions of the original 840 images have been used to generate a data-set of
1454 images in this manner.

The data-set has been split up into three groups for training, validating and testing, according to the
following percentages: Training 82%, Validation 12%, and Test 6%.

3.4.2. Convolutional neural network selection
The YOLO v5 Convolutional Neural Network is used for the automatic detection of victims, which was
previously tested against other relevant models, such as Faster R-CNN or SSD; showing high performance.
The performance of this comparison considering the older version YOLO v3 was presented in the previous
work developed by the authors [26].

YoloV5 has four main models that have been trained with the COCO data-set [27], and they differ in the
number of layers of the architecture and the depth of the dense layers. the four models of YOLOv5 are
referred as ‘s’, ‘m’, ‘l’ and ‘xl’ according to the size (small, medium, large, xl).

Each of these models was trained to check which one performed better in terms of precision (in absolute
value) and the precision-time relationship.

It is necessary to define specific parameters related to neural network learning to evaluate the mode’s
effectiveness: True positive (TP): Accuracy in predicting the detection of the object. False positive (FP): Error
in predicting an object that does not exist. True negative (TN): Success in predicting the non-detection of an
object that does not exist. False negative (FN): Error in the prediction by not finding an object.

Once these metrics are known, efficiency meters are defined, such as the confusion matrix, in addition to
the precision, recall and accuracy of the network described according to the equation (1), following [28].

Precision=
TP

TP+ FP
(1a)

Recall=
TP

TP+ FN
(1b)

Accuracy=
TP+TN

TP+ FP+TN+ FN
(1c)

The parameters for training the networks were: image input (resize to 928x928 pixels), batch 8, the
epochs set were 300, and learning rate 0.001. With these values, the average times and epochs reached for the
training of the different network models were: ‘s’ (2.5 h–200 epochs), ‘m’ (4.1 h–150 epochs), ‘l’ (5.2 h–125
epochs), ‘x’ (13 h–88 epochs). The mean average precision (mAP) values obtained during the evaluation are
shown in figure 5.

Depending on the training, it can be established that for the different values of mAP, the lowest results
were obtained in model ‘s’ (figure 5(a)). Although the detection results are comparable in the other three
cases (figures 5(b)–(d)), training time has been prioritized to select the network, opting for the model ‘m’.
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Figure 5. Evaluation of trained YOLOv5 models. Source: Authors.

If we analyze the structure of the network, first of all, it should be noted that the difference between the s,
m, l, and x models lies in the number of layers and parameters used by the network. Thus the ‘s’ and ‘x’
models have, respectively, 7.2 and 86.7 Million parameters (which correspond to the sum of elements in each
layer of the model). For its part, the model m has 21.2 Million parameters, a quarter of the model ‘x’ and
three times more than the ‘s’ model. On the other hand, the Depth and Width (D, W) parameters of the
network are directly influenced by the scale of the number of filters and layers of the network. In this sense,
the model ‘s’ has (0.33, 0.5), ‘m’ (0.67, 0.75), ‘x’ (1.33 , 1.25). In this context, the model ‘m’ shows to have a
number of parameters and layers greater than ‘s’ and less than ‘l’ and ‘x’, which allows optimization of
inference time and optimization of computational resources.

4. Results and discussion

4.1. Analysis for the best proposed index
For this phase, 20 representative images of the data-set have been defined (indoors, outdoors, with and
without occlusions). The indexes of table 2 have been evaluated by using these images and discarding by
visual inspection those indexes that did not show effective results to highlight representative characteristics of
the victim concerning the environment (Indexes 1, 2, 3, 4, 5).

Histograms have been extracted from the remaining ten indexes as an auxiliary tool to quantify the
difference in pixel intensity between the victim and the environment. Figure 6 shows a sample of the indexes
6, 7, 8, 9, 10 applied to indoors scene (taken in figure 1(b)). From these data, table 3 has been generated,
which is representative of the process carried out. That table shows the intensity of the mean colour of the
victim and the environment, as well as their difference divided by 255 (maximum possible
victim-environment difference).

The complete results (images and histograms) of this process obtained from the indexes [6–15] are
available in the authors’ GitHub repository https://github.com/ChristyanCruz11/Multispectral-Images.git.

After applying this procedure to the 20 sample images for ten indexes, 200 results were obtained, which
can be observed in table 4. The analysis of the results highlights that Index8 is the one that presents the best
results in terms of consistency, despite not being the best either in the open or in the closed scenarios
separately. Figure 7 shows the quantification of this table’s total.
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Figure 6. Evaluation of the relative difference between victim and environment for indexes 6–10. Source: Authors.

Table 3. Evaluation of the relative difference between victim and environment for indexes 6–10 from figure 6. The mean value of the
pixels colour have been obtained from the histograms in figure 6.

Ind
Victim colour

mean pixels value
Environment colour
mean pixels value Difference Env-Vict Relative diff / 255%

6 64 96 32 12,54
7 64 127 63 24,70
8 64 96 32 12,54
9 96 127 31 12,1568
10 96 96 0 0

Compared to the rest of indexes, this index (InV D) allows distinguish the victim from the environment
in all the foreseen scenarios and presents the best total value of relative difference. It should be noted that
although the value of 18.6% of Relative Difference obtained for the best index may seem low, it must be taken
into account that it is more interesting to find which index has the highest value rather than the value itself.
Thus, if a full scale (100%) were used, a 255 difference in pixel intensity would be obtained. This is equivalent
to having the victim represented in pure white in gray scale and the one around her in black, or vice versa,
values unattainable in practice. It is worth noting that, the most restrictive value has been used to calculate
this difference in cases where the victim has different pixel intensities.

Accordingly, we conclude after performing the analysis that Index8 or InV D is the most appropriate for
CNN training.

4.2. Analysis of the neural network effectiveness
Figure 8(a) shows the confusion matrix for the selected CNN model and images generated with InV D.
Where the main diagonal values are high, reflecting a high confidence level for the detections, in the True
Positive. This graph allows us to establish that the network can effectively classify the objects in the
corresponding classes. Among the values eternal to the diagonal, we observed a greater error in the detection
and differentiation of objects concerning the landscape than in their classification. The most difficult class to
detect is Hand, probably due to its reduced size and morphology.
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Table 4. Table of relative differences divided by 255, between victim and environment, 20 images of indoors (grey) and outdoors (blue)
have been selected for the application of the indexes, the resulting images and histograms can be found in https://github.com/
ChristyanCruz11/Multispectral-Images.git. Source: Authors.

Relative difference / 255 (%), between victim and environment

In6 In7 In8 In9 In10 In11 In12 In13 In14 In15

Img 0 12,54 24,70 12,54 12,15 0 0 0 12,53 25,09 12,55
Img 1 12,15 24,71 12,15 0 12,16 12,55 0 0 12,54 12,54
Img 2 37,25 24,7 37,25 24,70 37,25 25,09 12,54 24,70 24,71 25,09
Img 3 0 12,54 12,54 0 12,15 0 12,55 12,15 12,55 12,56
Img 4 24,70 0 12,55 24,70 25,09 12,55 0 24,70 12,54 24,71
Img 5 12,54 12,55 12,54 0 0 0 0 12,55 12,54 12,54
Img 6 12,54 24,71 24,70 0 0 12,55 12,54 12,54 12,54 12,54
Img 7 12,54 0 12,54 12,55 0 0 12,55 12,54 25,09 0
Img 8 24,70 12,54 24,70 24,70 12,54 25,09 24,70 24,71 25,09 12,54
Img 9 37,25 25,09 37,26 49,80 12,54 12,55 12,54 24,70 25,09 12,54
Img 10 0 24,70 12,54 24,70 25,09 25,09 37,25 24,70 0 0
Img 11 12,54 24,70 24,70 0 0 0 12,54 12,54 12,55 12,55
Img 12 12,15 24,70 24,70 0 0 0 24,70 0 12,54 0
Img 13 12,54 12,55 12,54 12,55 12,15 0 0 12,54 0 12,54
Img 14 12,54 0 12,55 12,54 0 0 12,55 24,70 25,09 0
Img 15 24,70 0 24,71 37,25 25,09 12,54 12,55 24,70 25,09 12,54
Img 16 0 24,70 12,54 0 0 0 0 12,54 12,54 0
Img 17 24,70 12,15 12,15 49,80 12,54 12,54 0 24,70 24,70 24,70
Img 18 0 24,7 12,15 0 0 0 24,70 12,15 0 12,54
Img 19 24,70 24,71 24,70 0 0 24,70 0 12,54 12,55 12,54

Mean Value Indoor 9,96 21,05 12,15 4,94 6,15 7,49 7,49 12,47 11,29 10,03
Mean Value Outdoor 21,05 12,39 21,05 23,60 12,50 10,03 13,68 19,76 20 12,47

Difference 15,50 16,72 18,60 14,27 9,33 8,76 10,58 16,11 15,64 11,25

Figure 7. Graph of relative differences between victim and environment in the set (evaluated indoors and outdoors). Source:
Authors.

Figure 8(b) shows the Precision-Recall curve, where precision degrades for mean values of 0.81. This
curve encloses a large amount of the domain under its area, approaching the rectangle for all classes except
‘Hand’.

4.3. Automatic victims detection
Once the trained neural network model has been obtained, the inference has been made on new images
processed with the Index8.
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Figure 8. Evaluation of the best model (YOLOv5m) obtained and used for inference. Source: Authors.

Figure 9. Detection of victims in different environments in post-processed images with Index8. Source: Authors.
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Figure 10. Comparison between the proposed method (Multispectral) versus others developed in the state of the art (Thermal
and RGB) for victims detection. Source: Authors.

Figure 9 shows the detection result on the new images. Bounding boxes with different colours have been
placed on the parts of the identified victims. The labels and the detection percentage [0-1] have been placed
along with the bounding boxes.

Figures 9(a) and (b) show outdoor scenarios. The first case corresponds to a victim whose torso has been
covered, and her legs have been correctly identified with an efficiency greater than 92%. In the second case, a
victim is shown where her legs have been covered by rubble. The classes head, torso, victim and hand are
correctly identified. Of these classes, the best identified are head and torso.

Figures 9(c) and (d) correspond to indoors scenarios. In the first case, a covered victim is shown in the
torso area. In this case, all the labels with an average detection efficiency of 89% and a false correspondence
of ‘hand’ have been identified. The second case shows a correct identification of the classes with an average
efficiency greater than 91%.

Due this camera model (and with some others that we have worked with the Parrot Sequoia) does not
allow real-time image transmission, in the case of the MicaSense, although it connects to its address web, the
protocol is closed, and a minimum of 30 fps is not achieved for real-time processing.

4.4. Comparison with previous methods for victims detection
In this section, a comparison will be made between conventional methods for victim detection (Thermal
Imaging and RGB) and the proposed method (Multispectral). In previous work, the authors established a
first comparison between the method based on the thermal image and RGB, where they established as first
conclusions that the thermal image is better under low light conditions, as well as to identify victims behind
thin objects. However, it had disadvantages when there were heat sources next to the person [26].

In this next phase, the multispectral image is introduced into the comparison. Figure 10 shows a radial
comparison of potential conditions that may occur and may represent a challenge when detecting a victim,
which has been evaluated in percentage terms.

One of the remarkable points of the proposed method over the others is the versatility for detecting
victims indoors and outdoors, thanks to the exhaustively selected index. Another advantage to highlight is
the identification of victims near heat sources, for which or in specific seasonal conditions (fire). Figure 10
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shows a thermal, RGB and multispectral image of a person simulating being a victim outdoors in its upper
part. In the first case, detection is difficult since the person’s heat signature is confused with the environment.

The RGB Method is directly influenced by the clothing and colour of the environment, so if the person
had little distinctive clothing, it could not be correctly identified with this method. However, the
multispectral method respond adequately in detection under these conditions.

The proposed hyperspectral method and the method based on thermal imaging are the most notable in
this comparison. However, the latter has a single measurement spectrum, while the multispectral has a wide
range of combinations.

5. Conclusions

This work demonstrates the effectiveness of multispectral images for detecting victims based on the
combination of their different spectral bands captured by a multispectral camera—the application of new
indexes proposed by the authors and the convolutional neural networks.

After trying different combinations of the multispectral bands (indexes) and carrying out a qualitative
and quantitative analysis, the proposed index best differentiates a victim from the environment (indoors and
outdoors) was InV D. Which involves the bands (GRE, RED, NIR) from which the data-set images were
generated for the neural network training.

InV D=
ρGRE− ρRED−

√
ρNIR

ρGRE+ ρRED
. (2)

Multispectral cameras are presented as an alternative to thermal and RGB technologies for victim
detection, thanks to the versatility offered by generating an indefinite number of versions of each original
image by combining their spectral bands, presenting advantages for victims detection especially outdoors
compared to RGB and thermal cameras.

The Convolutional Neural Network model selected was YOLOv5m since it provides with the best
precision values for the data-set used in the analysis and the selected parameters. The YOLOv5l and
YOLOv5x models obtain worse metrics and training times. Despite their higher complexity, the ‘Victim’ class
obtains the best results in all the trained detection models with values around 0.92 from mAP@0.5.

As future works, it is proposed to execute the process in real-time (since due to the size of the images this
is still complex), optimizing the capture and image size, executing the processing on board the explorer SAR
robot and issuing early warning alarms when victims are detected.
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