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Abstract

Stroke is a chronic disease caused by lack of blood flow into some brain cells causing them to die due to
oxygen deficiency. Cerebrovascular accidents (stroke) are the second leading cause of death and the third
leading cause of disability and equally causes dementia and depression among the affected persons as well
as their care takers. This disease affects people mostly at the peak of their life productive stage hence an
urgent need for proactive measure through the prediction of stroke vulnerability using machine learning
technique and subsequent stroke prevention. This paper aims at developing support vector machine model
for the prediction of stroke vulnerability using healthcare dataset stroke_ data obtained from Kaggle
machine learning dataset repository after appropriate data preprocessing. It adequately employed the basic
principles of machine learning to train the SVM model on the preprocessed dataset using python
programming language. The SVM model was evaluated using python programming language sklearn
evaluation metrics and the result obtained shows that support vector machine can adequately classified
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patients as either vulnerable or not vulnerable to stroke using the stroke risk factors profile in the dataset as
evident in its accuracy and area under the receiver operating characteristics curve (AUC) of 87% and 94%
respectively.

Keywords:  Stroke; machine_learning; support_vector_machine; python_programming; stroke risk_
factors.

1 Introduction

Stroke is a medical codition caused by sudden death of some brain cells as a result of lost of blood flow to
the brain due to blockage or rapture of brain ateries leading to oxegen deficiency. It is a multi-factorial
medical condition that can lead to a pamanet physical disability among both elderly and young people. This
illness has constituted a global nusants as it affect both high income, midum income and low income
pupulation at the peak of their life time productivity. According to WHO [1], stroke occure as “rapidly
developing clinical signs of focal (or global) disturbance of cerebral function, with symptoms lasting 24
hours or longer or leading to death, with no apparent cause other than vascular origin”. Stroke is usually
associated with some risk factors (behaviors or traits that makes one more vulnerable to a disease or medical
condition). However, it is important to note that the presence of one or more risk factors in an individual
does not guarantee that such person must surely develop the disease or the medical condition associated with
the risk [2] but barely shows that the person have higher level of vulnerability to such disease or medical
condition hence there is an urgent need to predict stroke vulnerability using a sophisticated machine learning
technique such as support vector machine model in order to reduce stroke occurrence.

In general machine learning models plays a very relevant role in modern days medical practices as this area

of artificial intelligence (Al) enable programs to analyze data, understand correlations between dependent
and independent features in dataset in order to generate an insight for solving prediction problems [3].
Machine learning models provides a fast and efficient prediction outputs hence serves as a powerful tool in
efficient system security which is needed by every user [4] healthcare services as it offers adequate
personalized clinical care for stroke patients. Machine learning applications for disease prediction and
diagnosis not only increases the processing speed but adequately reduces the processing cost [5].

Even though several efforts have been made using various machine learning techniques in predicting stroke
occurrence with various prediction performance levels, the optimal prediction requirement has not been
achieved [6] as those prediction models usually have large number of false positives and false negatives
hence a need to use an SVM model for stroke prediction. The support vector machine algorithm is a
derivative of statistical learning theory and is capable of compressing raw dataset into a support vector set
and use it to learn and generate a classification decision function. It usually constructs an optimal hyperplane
as the decision boundary [7] such that the distance between the positive and negative parts is maximum. The
support vector machine algorithm was first implemented in 1963 by Vapnik and Alexey to draw hyperplane
for linear classification which shows that the SVM was traditionally design with the basic principle of linear
and non-probabilistic classification, however in recent time SVM has been developed to work on non-linear
classification problems [8] by incorporating the kernel concept in a high-dimensional workspace and uses a
constructor to estimate class membership probability [9] respectively. Support vector machine differentiates
between two classes by generating a hyperplane that optimally separates the classes after the input data has
been transformed mathematically into a high-dimensional space. The support vector machine technique is a
data-driven technique with high discriminative power for classification when the sample size is small and a
large number of variables are involved (high-dimensionality) as opined by Yu et al. [10].

2 Literature Review

In separate researches, [11,12] affirmed that support vector machine yields higher prediction performance
than other related prediction algorithms. Jovel et al. [6] used stroke risk factor variables to develop a support
vector machine learning based predictive model for stroke occurrence using the patient’s medical records.
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The researcher used cavite hospital dataset of 1500 patients on the SVM model and concluded that SVM
model is an ideal machine learning algorithm for stroke prediction due to its high prediction performance.
The performance of Stroke risk prediction model using several machine learning techniques such as support
vector machines SVM, decision trees, nearest neighbors, and multilayer perception has been compared and
was discovered that SVM is the most promising algorithm with high sensitivity and specificity, it reduces
over-fitting and is capable of classifying non-linear data [13]. Kumari et al. [14] uses SVM Radial basis
function (RBF) kernel to developed a support vector machine based diabetes classification model using the
Pima Indian diabetic database at the UCI machine learning laboratory on Matlab. From the result obtained,
the researcher concluded that SVM with RBF kernel can be successfully used for diagnosing diabetes and
other common disease such as stroke with simple clinical measurements without explicit laboratory tests.
[15] developed a heart disease prediction model using support vector machine algorithm. The researcher
concluded that Support vector machine is highly efficient in heart disease prediction as evident in its high
accuracy, specificity and sensitivity. Patil Patil et al. [16] developed a support vector machine learning based
heart disease prediction model using datasets obtained from four deferent places: ClevelandClinic
foundation (cleveland.data), Hungarian Institute of Cardiology (hungarian.data), Medical Center, Long
Beach (long-beach-va.data) and University Hospital Zurich (switzerland.data) on Weka tools. The
researchers found that the support vector machine heart disease classifier is highly accurate, sensitive, and
specific and hence concludes that SVM is a very good algorithm for classifying binary events such as heart
disease and stroke condition. Yu et al. [10] developed a web-based support vector machine model for
diabetes classification using a dataset obtained from the 1999-2004 National Health and Nutrition
Examination Survey (NHANES) of the U.S. population. This SVM web-based classifier was built using
J2EE technology and other Java open-source frameworks such as Hibernate and Strut. The researchers found
that, SVM models are very efficient in classifying people with common diseases such as diabetes and pre-
diabetes and could be used in the classification of other complex diseases using the disease risk factors.
Deepika et al. [5] developed a support vector machine based Breast Cancer prediction model using breast
cancer dataset from UCI machine learning repository. The SVM breast cancer prediction model is capable of
classifying the cancer tumor into the two basic stages of the breast cancer namely: benign or malignant. To
achieve target classification performance, the dataset was preprocessed using the dimensionality reduction
techniques and the clean data was then used for the training, validation and testing of the model. The
researcher concluded that SVM could be used for efficient detection and prevention of breast cancer and
other chronic diseases as the model classification accuracy is about 99%. The efficiency of support vector
machine in binary classification was equally evident in the classification of cancer of the lung by Prajapati et
al. [17]. The researchers were able to adequately classify cancerous and non-cancerous CT images using
SVM model developed from the cancer imaging archive (TCIA) dataset on MATLAB image processing
toolbox after the various dataset preprocessing were carried out. Emon et al. [18] developed a heterogenous
ensemble machine learning models of ten base learners: Logistics Regression, Stochastic Gradient Descent,
Decision Tree Classifier, AdaBoost Classifier, Gaussian Classifier, Quadratic Discriminant Analysis, Multi
layer Perceptron Classifier, KNeighbors Classifier, Gradient Boosting Classifier and XGBoost using
weighted voting approach for predicting stroke vulnerability status. Both the ten base learners and the voting
ensemble model were evaluated using confusion matrix and its associated metrices and it was found that the
area under the receiver operating characteristic curve (AUC-ROC) of all the models ranges from 73% to
93% which shows that all the models are good in classifying stroke vulnerability status.

3 Materials and Methods

In this paper, a Stroke Prediction model was developed for the prediction of likelihood of stroke using
support vector machine algorithm. A supervised learning approach was used for the creation and training of
the SVM model. Confusion matrix, using the True and False Positives and True and False Negatives was
used to evaluate the performance of the SVM model. This system was implemented using python
programming language as python is a general-purpose dynamic programming language that provides high-
level readability, Simplicity, consistency, flexibility, platform independence and less Codes as it provides
access to great libraries and frameworks. To develop the support vector machine model, relevant research
information was obtained from related literatures. The system uses the healthcare_ dataset stroke data
obtained from Kaggle machine learning dataset repository to train, validate and test the support vector
machine model. This dataset was downloaded and renamed as stroke and converted to comma separated
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value (CSV) file “stroke.csv” using Microsoft excel for easy data preprocessing using Pandas machine
learning library. It originally consists of 12 columns and 5110 rows. The dataset has 11 independent
variables features: id, gender, age, hypertension, heart_disease, ever_married, work_type, Residence_type,
avg glucose level, bmi and smoking_status with one dependent variable class label “stroke”. The dataset is
described in Table 1 as shown.

Table 1. Dataset description

Feature No. Feature Name Feature Description

1 Id Unique identification number for each data point in the dataset
2 Gender Male or Female

3 Age Number of years of a patient

4 Hypertension Presence or absence of hypertension

5 Heart_disease Presence or absence of heart disease

6 ever_married Married or not marred

7 work_type Children, Private, Never worked, Govt. job or Self employed
8 Residence_type Urban or rural residence

9 avg_glucose_level  Average quantity of glucose in the patient body

10 Bmi The body mass index

11 smoking_status Never smoked, formally smoked or smokes

12 Stroke Presence or absence of stroke

To facilitate efficient performance of the SVM model, the dataset was preprocessed using various data
preprocessing techniques such as feature selection, feature encoding, missing values detection and
correction, class balancing, outliers detection and correction, feature scaling as well as proper turning of the
various hyper parameters. After the entire data preprocessing exercise, the preprocessed stroke.csv has 9722
rows with 11 features that was split into training dataset, validation dataset and testing dataset respectively
using sklearn python library. Out of the 9722 data records, 80% (7776) data items were used for training,
10% (973) data items were used for validation and 10% (973) data items were used for testing of the models
respectively. The dataset was split into 80% training, 10% testing and 10% validation to prevent overfitting
and to accurately evaluate the model performance. The training set is used to fit the model, the validation set
is used to tune the hyperparameters, and the test set is used to measure the generalization error. To make
binary classification with SVM, the decision boundary clearly separates the two classes and check if the new
data instance belongs to either of the two classes. In this paper, a training dataset of the healthcare-dataset-
stroke-data consisting of the two target classes “stroke” and “nostroke” denoted by small circles and small
square shapes respectively were fitted into the support vector machine algorithm for learning. The SVM
algorithm constructs hyperplanes H, H1 and H2 such that H1 is closest to the stroke target class and H2 is
closest to the nostroke target class while H is positioned midway between H1 and H2. The line H that
optimally separates the two target classes is referred to as the hyperplane while the distance between H1 and
H2 is referred to as the classification interval as shown in Fig. 1.

A Maximum boundary

\4

Fig. 1. SVM prediction model
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The following algorithm describes the implementation of support vector machine model using python
programming language.

Algorithm 1: support vector machine implementation algorithm

Step 1: Import the relevant libraries

Step 2: Import the dataset

Step 3: Read the dataset

Step 4: Pre-process the dataset

Step 5: split the dataset

Step 6: Create the Support Vector Machine model object
Step 7: Fit the model

Step 8: Predict result

Step 9: Evaluate the model

To generate the support vector machine model, a support vector Classifier (SVC) was imported from the
python sklearn support vector machine library and the various hyperparameters were tuned. To train the
model, the training dataset was fit into the SVC Classifier and evaluated using the stratified 10-fold cross-
validation to obtain a suitable model performance and confusion matrix to compute the values of the
various matrices.

4 Evaluation result of the SVM and Discussion

The support vector machine was evaluated using confusion matrix and its related matrices such as Accuracy
score, Precision score, Recall score, F1 score, Sensitivity score, Specificity score, and AUC score
respectively. Table 2 below shows the confusion matrix generated by support vector machine which is used
in the computation of the values of all its related metrics.

Table 2. Confusion matrix for support vector machine

N =973 Actual values
Positive (yes) Negative (no)
2o Positive (yes) Tp=411 Fp=76
o3 Negative (no) Fn =46 Tn =440
T T
L >
[a

From Table 2 above 411 data instances were predicted positive and are actually positive (true positive), 440
data instances were predicted negative and are actually negative (true negative), 76 data instances were
predicted positive but were actually negatives (false positives) while 46 data instances were predicted
negatives and there are actually positive (false negatives). The various values of the true positive (TP), true
negative (TN), false positive (FP) and false negative (FN) in the confusion matrix above were used to
compute the values of the various evaluation metrics as shown in Table 3.

Table 3. Results of support vector machine evaluation

Matrix Accuracy  Precision  Recall F1score  Sensitivity Specificity AUC
Value 0.87 0.85 0.91 0.88 0.91 0.84 0.94

From Table 3 above it can be seen that support vector machine have predicted accuracy of 87%, precision of
85%, recall of 91%, F1 score of 88%, sensitivity of 91%, specificity of 84% and AUC of 94%. This shows
that the algorithm performs very well in stroke disease prediction using the healthcare-dataset-stroke-data.
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Its eminent performance is evident in the value of its area under receiver operating characteristic AUC- ROC
curve as shown in Fig. 2 below.
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Fig. 2. AUC-ROC curve for support vector machine

The AUC — ROC curve of Fig. 2 above shows the performance of SVM at various thresholds settings. ROC
is a probability curve and AUC represents the degree or measure of separability between the class stroke and
the class no stroke. It shows how much the support vector machine model is capable of distinguishing
between classes that are vulnerable to stroke and classes that are not vulnerable to stroke. the higher value of
94% for the AUC demonstrated how good the developed model is at predicting patients that are vulnerable
to stroke as been vulnerable and patient that are not vulnerable to stroke as not been vulnerable.

5 Conclusion

In this paper, an efficient support vector machine based stroke prediction model was developed using the
healthcare_dataset_stroke_data obtained from Kaggle machine learning repository to assist medical
practitioners predict a very highly accurate and dependable stroke vulnerability status of an individual.
Timely prediction of stroke vulnerability status of a patient enhances proactive major for stroke prevention
or proper management of stroke condition that significantly increase the chances of long-term longevity of
life and overall survival. This paper demonstrated the efficacy of machine learning models in disease
prediction and diagnoses as the SVM model was able to classify individuals as vulnerable or not vulnerable
to stroke with 87% accuracy 94% AUC. Hence it can be used as an efficient machine learning application
for predicting and preventing stroke occurrence. Although this result is efficient and within the acceptable
range when compared to current literatures, it can be improved upon by hybridizing good multiple binary
classifiers to achieve a better prediction performance.
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