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Abstract

Intrusion detection is very imperative in network systedu®e to outstanding vulnerabilities left
unaddressed by current preventive network security measuehsas firewalls and encryption software.

The inefficiency, inaccuracy, high false alarm rates kit of self-defensive mechanism of existing

network security systems has continued to pose seriougrcone network users, administrators gnd
security professionals and thus needs urgent redress.fdreerhe target of this paper is to develop a
model of a pragmatic secure intrusion detection systenofail brea networks using layered framewoprk
with conditional random fields that is capable of overcoming apparent shortcomings of present

intrusion detection systems. A critical analysis of engtiDSs was done using the structured system
analysis and design methodology (SSADM) due to the sequentfiguration of the proposed security
system. Furthermore, a real-time response mechanisima eself-defensive mechanism for a network
intrusion detection system (NIDS) was developed and ingiéed. The outcome of this study was a
secured IDS that would proactively address potential secuiltyerabilities by resisting and detecting
attacks and security policy violations reliably and édfitly in local area networks, thus making| it
inevitable for use in our security conscious environmeth@P £ century.

Keywords: Self-defensive mechanism; network intrusionctiete system; fault tolerance; intrusion
detection system; secure intrusion detection systengrddyframework; conditional random
fields.
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1 Introduction

Today's world is increasingly reliant on information sys$ and communications networks which connect
them, from country-sized corporations to home and mobile .uShesinternet in particular, and its related

set of technologies have become nothing short of ubiquitous rer@asing convergence between

Information Technology and Telecommunications worlds, thugagatkis reality even further. Hand in hand

with this usage growth, came an increase in the numbetamka to those systems and networks, making
protection from attacks increasingly significant [1]. Netk intrusion detection systems can play an
important role in the defense arsenal.

Network Intrusion Detection Systems (NIDSs) are assignecttitical role of monitoring the security state
of the network; therefore, the NIDS itself is a prim&mget of attack. The NIDS must be able to operate in a
hostile computing environment and exhibit a high degree of-faleitance which allows for a graceful
degradation [2]. Fault tolerance is the ability of ateyn to respond gracefully to an unexpected hardware or
software failure and thus an essential requirementctiesing dependable and secure systems [3].

A secured NIDS must be able to authenticate the admiwistratidit administrator actions, mutually
authenticate NIDS devices, protect the NIDS data, arslstamt, hence not creating additional
vulnerabilities. When guarding computer systems or netwagémst attacks, the conventional approach is
to deploy a number of protective mechanisms in order to sélcene. However, this approach has some
limitations [4]: it is difficult to build systems whicéire absolutely secure; it may be impractical to &@pka
vast existing and possibly insecure infrastructure in fawfu new one; the prevention-based approach
constrains user's activities, making them less produatiypto-based systems cannot defend against lost or
stolen keys or passwords; and secure systems carestilllberable to insiders. These limitations justify the
use of other approaches. Intrusion detection systems canl@rmwecond line of defense by enabling early
detection of intrusion activities, dissuading intrudentemtions or enabling the collection of information
about intrusion techniques that can be used to strengthenetvention facilities [5].

The ability of the intrusion detection system to resitickts against itself is an essential property of any
IDS. For example, compromised IDS will probably not reportirtrusion no matter how clever the
detection mechanisms are. In addition, compromised IDS carsbarce of severe information leakage and
this leakage is not limited to information that originafesn the target systems, that is the systems under
surveillance, but can also contain information reldatethe IDS and its operation [6]. Therefore, the target
of this study is to develop a model of a pragmatic secunasiotn detection system for local area networks
that is resistant to attacks and cannot be compromisegptoited during an attack and as such can detect
attacks efficiently and reliably.

2 Problem Definitions

There exist various problems that induce the complexity afficisacy of intrusion detection systems such
as insecurity of the security system, low detectiorugzy, unbalanced detection rates for different attack
types and high rates of false alarms. Existing intrusicectien systems for local area networks are
practically and completely insecure because they satfkdefensive mechanism and as such cannot detect
network based attacks efficiently and reliably sifmytcan easily be compromised and exploited during an
attack.

Furthermore, in some new malwares, their attack mecharisgsiuch more sophisticated and difficult to
detect. They no longer stay at the stage of using @Sien techniques. Some of them try to attack IDS and
make the system break down. For instance, in 2007, Cdeéteanni developed a malware knownStik.

This malware executes a large number of simulated atiackshort time. This causes the IDS on a target
machine to get overloaded and then the system can stop resppfidifigerefore, it is necessary to develop
a model of a pragmatic secure intrusion detection sydte local area networks that has the ability to
defend itself and detect network based attacks efficiamitlreliably.
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3 Review of Related Works

Majority of the research on security and intrusion detedtasiaddressed the security of the target systems.
However, only a few attempts have been made to addresetheity of the intrusion detection system
(IDS) itself. In the work of Debar, Dacier and Wespi [fajlt tolerance was introduced as a property that
addresses the IDS’ ability to resist attacks. In [9],atiors also identified the lack of research in thigifiel
and introducedecurity as “the ability of the system to withstand hostile &ttagainst the system itself”.

The security that does exist in modern commercial I3Ssentered primarily on concealment, such as
unaddressable network cards. This, in our opinion, is securitpbisgurity. There are a few notable
exceptions in this area according to the authors in [10,11].

An extensive set of requirements for tamper proofing nétwntrusion detection systems was first
introduced for Next-generation Intrusion Detection Experst&y (NIDES) and clearly identified in a
research report by Neumann [12]. He suggests that tampefirgy NIDES can be achieved by fulfilling a
series of goals related to the authenticity, integrity @onfidentiality of the analysis systéMIDES) and its
components. The report proposes the protection of alatd and the analysis system rule-base via
subsystem encapsulation. In addition, proper authenticatibseparation of roles play an important role in
securing NIDES. To prevent reverse engineering of the basge; that is detection policy, Neumann
proposes the use of encryption. Although encryption prevetdsnal users from reading or modifying the
rule base, it does not prevent the rule base of a subvedge from being disclosed or modified. A
malicious user that has gained control of a node can fstdrad encryption key by exploiting the random
nature of such keys [13]. Furthermore, password sniffaclks can be utilized to obtain encryption keys as
they are entered by the user.

4 Layered Framework for Intrusion Detection

The Layered Network Intrusion Detection System (LNIDI&ws its motivation from the Airport Security
model, where a number of security checks are performedatier the other in a sequence. Similar to this
model, the LNIDS represents a sequential Layered Appr@aw is based on ensuring availability,
confidentiality, and integrity of data and services oveetvork.

The goal of using a layered model is to reduce computdtmymplexity and the overall time required to

detect anomalous events. The time required to detect anveteigent is significant and can be reduced by
eliminating the communication overhead among different fayEnis can be achieved by making the layers
autonomous and self-sufficient to alert and blockttack without the need of a central decision-maker [14].

Fig. 1 gives a generic representation of the framework.
4.1 Layered Framework Model of the Proposed Networkntrusion Detection System

Fig. 2 represents a ‘3’ layer structure where everyrlayéself is a small intrusion detection module which
is specifically trained to detect only a single clakattack, for instance the denial of service (DoS) k#tac

In this paper, three layers are defined that corresptantee three attack groups. They are R2L layer, DoS
layer and U2R layer. A number of such sub-systems aredigloyed sequentially, one after the other. This
serves dual purpose; first, every layer can be trainild enly a small nhumber of features which are
significant in detecting a particular class of attaBkcond, the size of the sub-system remains small and
hence, it performs efficiently.
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Fig. 1. Generic representation of layered network intrgion detection system
5 Conditional Random Fields for Intrusion Detection

Conditional models are probabilistic systems that are tsewdel the conditional distribution over a set of
random variables. Such models have been extensively used inatheal language processing tasks.
Conditional models offer a better framework as they domake any unwarranted assumptions on the
observations and can be used to model rich overlappingéssamong the visible observations [15].

Maxent classifiers [16,17], Maximum Entropy Markov Models [1&08, and CRFs [21,22] are such
conditional models. The advantage of CRFs is that treydirected and are thus, free from the Label Bias
and the Observation Bias [15]. The simplest conditional classg the Maxent classifier based upon
maximum entropy classification, which estimates the camdit distribution of every class given the
observations [17]. The training data is used to constras d¢binditional distribution while ensuring
maximum entropy and hence maximum uniformity.

CRFs are undirected graphical models used for sequence taghmgrime difference between CRF and
other graphical models such as the HMM is that the HM&Ing generative, models the joint distribution,
whereas the CRF are discriminative models and directigieinthe conditional distribution, which is the
distribution of interest for the task of classification aeduence labeling [21].

Similar to HMM, the naive Bayes is also generative and msatthe joint distribution. Modeling the joint
distribution has two disadvantages. First, it is not diwribution of interest, since the observations are
completely visible and the interest is in finding thereot class for the observations, which is the
conditional distribution. Second, inferring the conditional prdbglfrom the modeled joint distribution,
using the Bayes rule, requires the marginal distribuffanestimate this marginal distribution is difficult
since the amount of training data is often limited #rel observation x contains highly dependent features
that are difficult to model and therefore strong independassemptions are made among the features of an
observation. This results in reduced accuracy [23]. CR&wgever, predict the label sequence y given the
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observation sequence x. This allows them to model anpitedationship among different features in an
observation x [22]. CRFs also avoid the observation bidstlze label bias problems, which are present in
other discriminative models, such as the maximum entropkd®tamodels. This is because the maximum
entropy Markov models have a per-state exponential model faotiditional probabilities of the next state
given the current state and the observation, whereas the G&e a single exponential model for the joint
probability of the entire sequence of labels given the observatiquence [24].

Data Connection

A4

Feature Selection for each Layer

A

Apply feature set for detection of Root to Local [[Rattacks
Layer 1 (Xlock, Guest, Dictionary)
Is Attack Alert Admin of Attack

detected? presence

Apply feature set for detection of Denial of seev{©0S)
Layer 2 attacks (Ping of death, UDP storm, Apache)

y

Is Attack
detected?

Alert Admin of Attack
presence

3 Apply feature set for detection of User to Root )2
Layer attacks (Perl, Xterm)
No
Is Attack Alert Admin of Attack
e min of Attac
Normal Data detected? [ Presence

Fig. 2. Layered framework model of the proposed networkritrusion detection system

The task of intrusion detection can be compared to manygmsbin machine learning, natural language
processing, and bioinformatics. The CRFs have proven to fiyesuecessful in such tasks, as they do not
make any unwarranted assumptions about the data. Hence, Bg && strong candidates for intrusion
detection. See Fig. 3 for graphical representation@bdrditional Random Field.
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Fig. 3. Graphical representation of a conditional random field
Source: [21]

6 Information Dominance as a Stronger Notion of Sewgity for IIDS

In both theoretical and practical perspectives, one carehiolusion detection system ((IDS) asuatéd
entity surrounded by untrustworthy adversaries. The goal oftfes to detect any attermpt to vieldie
boundaries of its domain and the tarsystems contained. This goal can only be accomplisis long as tt
IDS succeed in maintaining its integrity to the extent thatill has an operational advanttage.t T$aeven
if some information about the IDS is disclosed to a onalis adversaryt can still be possible to me
operational requirements [25]. To meet these requirememsintroduce in this studyy a new prop
described asformation dominance. The meaning of information dominance for IDS isttimormation
contained within an inusion detection entity must be kept private to maliciousversary that
confidentiality requirement. In addition, the informatioust be protected from unautthorized altena
fabrication and deletion that is integrity requirement asay lower tle operational advantage of the I
[26]. The IDS must always maintain information dominanceamspared with any externaal adversary.
allows the IDS to use its information system and cdipi@li to achieve an operationall advantage e
denying theseapabilities to an intruder. In the field of informatiomrfare, information dominance is
essential property [27]. We proposed that the propertypfofmation dominance for IDS should inclu
confidentiality of audit data, confidentiality of deteci policy; integrity of audit data and integrity
detection policy.

6.1 Confidentiality of Audit D ata

Audit data generated by entities within a domain contaarsitive information not to be disclosetsiole
the members of the domain. Suaformation includes information about users or their ities as well a
application related data conceivably containing classifiatmation. In some cases, the mere exigtef
an event may be confidential as it reveals some fornetofity. A principle of minimum knowledge transf
should be followed to avoid disclosure of confidential data.s€guently, raw audit dataa should née
distributed outside the boundaries of the don

6.2 Confidentiality of the Detection Policy

In security serices, such as firewalls, the detection policy is disteduio a small numboer of entities.
distributed security service, like fully distributed ID8quires the policy or parts of the piolioyoe knowr
to all domains. Assuming an architecture wheie number of domains is large, there is a-negligible
probability that the policy is disclosed to a maliciaawersary who succeeds in penetratting oneooe of
the domains. Clearly, the clandestineness of the detectitiny pcannot rely upon the igrity of
neighboring domains or even upon the integrity of its own donTdie detection policy shnould be mtete
against disclosure to malicious adversaries. It shoulthepossible to deduce the detecticon pajiegn the
information gained by penetting a domain or a node contained within a dorr
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6.3 Integrity of Audit Data

The audit data are the basis for all analysis argdeof intrusions. Hence, an intruder violating thtegrity
of the audit data can seriously affect the detgatimpability. Even the most advanced IDS will failmeet
its operational requirements if the integrity oflawata has been violated. Therefore, the audé dhould
be protected against unauthorized alteration, ideleind insertion.

6.4 Integrity of the Detection Policy

The detection policy states which activities arensidered as intrusions and which are not. Hence,
manipulation of the detection policy can causeld® to fail to detect an intrusion. The detectianigy
should thus be protected against unauthorizedadilber, deletion and insertion.

7 Methodology

In this study, the structured system analysis aedigth methodology (SSADM) was adopted. This
methodology was employed to bring out detailed dpton of the system as well as providing avenoe f
easy modification of the system as the need ma ami future and produce effective and efficierdtam.
SSADM is suitable for analyzing and designing lasgstems like the one proposed in this study givés

out a clearer view and representation of the magdueocedures, and functions with their respective
relationships, as such giving the designers a cet@@nalysis for the development of efficient systbat
meet specifications as contained in the specificadiocuments.

7.1 High Level Model of the Proposed Network Intrugon Detection System

Below is a block diagram representation of the héylel model of the proposed network intrusion dete
system:

Network Intrusion Detection System

A\ 4 Y
Detector (Detection Engine) P Packet Report Self-defensive Reaction
< Sender Mechanism
View Log
Layer 1 | Monitor Packet broadcast from Categories Logout
unauthorized IP address (es) Authorization
>
L
Layer 1
dl
ol Attack Log Alert
Lad
Layer 2| Monitor Unusual Packet Size / )I&le:r 2 <
Unauthorized Packet €
P Transmission
Traffic Log Layer3 |
Alert
. \ 4
Monitor Packet broadcast to
Layer 3| Unauthorized IP address View Application Logout Authorization P
(es) Shutdown Log Alert
»
>

Fig. 4. High level model of the proposed network intrusin detection system
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The detector is the analysis engine that usedDSepolicies to analyze the network packets recefuech
the packet sender. The detector represenss fyer subsystem where each layer is a sub-modulleeo
security mechanism that are specially skilled entdfy only a particular class of intrusion, fostance, the
denial of servicattacks.

Packet sender is a component of the proposed sybtEns responsible for sending network packethéo
detector for analysis. The report is a componentef system that represent the output of the tletec
process in the form of attack log and traffic laghich are stored as log files in the view categorie
component of the system. The self-defensive meshans the protection subsystem of the proposed
network intrusion detection system (NIDS). The laigauthorization component is used to implement the

self-defensive mechanism of the proposed NIDS.r€hetion component consists of the layerl aleyeria
alert, layer3 alert and the logout authorizaticartal

7.2 Overall Data Flow Diagram of the Proposed Secity System

The overall data flow diagram explains the flowdefta in the system in detail. Here, all the keycpdures
of the system, their inputs and outputs are deghicB=e Fig. 5 for the overall data flow diagramtto$
proposed security system.

7.3 Mathematical Specifications of the Proposed Sysn

The basis of intrusion detection systems is thesdfi@ation of events into normal and abnormal sgas
using mathematical representations. The classificatriteria are probabilistic in nature and therefthe
conditional random field model that is a conditibpabability distribution model was adopted instistudy.

Mathematical representation of the conditional mndield model is as given below:

P(X XorreX,) :é(@ (M. Wi(x)) ®

The conditional probability can be written as

P(Y/ X):—Péig)

Thus,

P(y/fo:%(fo (M W () (Yoo %) @
where:

Z(2)=)_ Mg PolVer X:)

X is the observation sequen¥,, X,,...,X)

y is the label sequendgy;, ¥,,---,Y;)

Y is the potential function.
[1 is the feature weight
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Summing over all possible label sequences enshatst tis a probability distribution.
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Fig. 5. Overall data flow diagram of the proposed secunt system

7.4 Algorithm for Self-defensive Mechanism of the Pposed Security System

Start

Try to close or terminate the program using the gpplication window

On form close event, display the logout author@atvindow
Enter username and password
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v. If username and password corresponds to the adnaitwiss username and password on the logout
table then terminate the program and stop monioraise the program continues running and
monitoring

vi. Stop

7.5 Main Menu Design

The user interface design for the proposed systeas shown in Fig 6:

Network Intrusion Detection System

View Log Categoried View Allowed IP Addresq View Application Shutdown Lo

Start Select IP Address V NIDS Operations V

| Quit Application |

Fig. 6. User interface design of the proposed system

The user interface or main menu consists of tHe 6f the application (Network Intrusion Detection
System), View Log Categories, View Allowed IP Adsses, View Application Shutdown Log, Start/Stop,
Select IP Addresses, NIDS Operations and the wgakes The title of the application is Network Irgian
Detection System. The View Log Categories condighe normal traffic log and attack log. All normal
network traffics are stored on the traffic log aibattacks detected are stored on the attackTbg.View
Allowed IP is used to display the allowed intermpebtocol (IP) addresses in the network. The View
Application Shutdown Log is used to display logasername, date and time of the logout attempt and
successful or unsuccessful logout attempts. The efdion is used to initiate the system. The SelBc
Addresses option is used to select the requiretitiffess or addresses. The NIDS operation optiosed to
choose NIDS operation to be performed at any poititne and to categorize the nature and type tok
attacks, that is, there is an option to seleciNH2S operation by simply clicking on the look dowrangle

in the NIDS operation windows. The operations idelumonitoring packet broadcast from unauthorized
internet protocol (IP) addresses, monitoring unlispacket size, monitoring unauthorized packet
transmission and monitoring packet broadcast taitnmgized IP addresses. The Quit Application module
contains the Self-defensive mechanism and it isl dseterminate or shutdown the system if the user i
authorized to do so. The self-defensive mechaniBaygh not visible in the interface, but embeddethie
Quit Application module protect the entire netwanicusion detection system developed in this stindgn
subverting to network attacks, that is making teeusity system resistant to network attacks. THe se
defensive mechanism actually act as an attacktaesismechanism, that is, the proposed network sitru
detection system and its detection techniques es@ded to resist attacks that target their owoue®s,
providing assurance that the monitoring capabidityot easily disabled.

10
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8 Results and Discussiol

(i)

The developed system is simple, scalable and flexible iratipe, and does not oxnly detect att:
but also identifieshe type of attack, which enhances efficient analysisitofré attacks and devc
of false alarm generation. . 7 shows a screen display of the attack log for mooimg packe
broadcast from unauthorized internet protocol adc

ATTSCRLOG

- [ aMack  scaran

1me amm 1 198 oI B o1 P e e
L

=
=

153 1688 1 3 1
2

1/ E 43

Fig. 7. Attack log for monitoring packet broadcast from unauthorized IP addess

(i) The developed system is able to operate in-time (function instantaneously) by promp

launching reaction mechanism once an intrusion is identifiedtl@ia helps to mirnimize teffect
of attack on the network. F. 8 depicts a screen shot of alert for monitoringawal or exces
packet size.

Lo -
. AN excess nacket size 1= heino transmitted from this location:
F_ W .-~ oacnoa = =
e 15210002
I o 1
L = 1

Fig. 8. Alert for monitoring unusual packet size

(iii) The inclusion of selidefensive mechanism using logout authorization in the doped system

the major significant feature of this study since emgstintrusion detection systems lack si
mechanism, that is, the developed system has-defensive rachanism which is resistant to a
attack, as other security systems that can be explditedg an attack are unable to detect att
efficiently and reliably. SeEig. 9 for a screen shot of the logout authorizatimedule,Fig. 10 for a
screen shot of@lert for unauthorized shutdown aiFig. 11 for a screen shot of shutdown |
demonstrating functionality of the s-defensive mechanism of the developed sy:

11
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Logout

Logout Authorisation

Usermarnme:

Password:

Fig. 9. Screen shot of the logout authorization

Unauthorsed Shutdown &I

Sorry,You Do Mot Possess The Authority To Shutdown This
Application!!

Fig. 10.Screenshot of alert for unauthorized shutdown

Wrmwr Suicown Log

FIE 2078 28
162015 2 .28
SNESF0N8 3 29
16S20N0 F 29

1l |

Fig. 11. Shutdownlog demonstrating the functionality of the seldefensive mechanism of th
developed system

9 Conclusion

This study focused on the development of a model of anptig secure intrusion detecttion system X
for local area networkdn this study, the suitability of conditional random fields #ngeredd framework f
building secure, robust and efficient model of intrusietection system for local arrea networks
examined. In particular, a pragmatic sei intrusion detection model for local area networleswlevelope:
and implemented which addresses the critical problems idehtif section 2 that severe:ly affect ldnge
scale deployment of present intrusion detection systems ihdEanetworks

12
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The study observed that layered framework can legl ts build efficient and secure intrusion detattio
systems. In addition, the framework offers easgcafability for detecting different variety of att@ as well
as ease of customization by incorporating domagrcifip knowledge. The framework also identifies the
type of attack, hence, specific intrusion respamgehanism can be initiated which helps to minintze
impact of the attack.

The study also observed that conditional randortddieare strong candidates for building secure and
efficient network intrusion detection systems. gnsging the layered framework with the conditional
random fields can be used to build secure, effeaivd efficient network intrusion detection systebysing
conditional random fields as intrusion detectomuliein a moderate false alarms and thus, thelattean be
detected with very high level of accuracy.

Finally, the developed system has the advantagettibanumber of layers can be increased or dealease
depending upon the environment in which the systedeployed and can also defend itself againstlkdta

giving flexibility and confidence to the networkrathistrators and security professionals. This wisrkpen
for further research and/or implementation for ottetwork system(s).
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